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Abstract. This paper describes the impact of the application of a Word

Sense Disambiguation (WSD) algorithm for nouns on AliQAn [16], the
Question Answering system with which we have participated in the
CLEF-2005. Applying the traditional WSD decreases the performance
in 4.7% on the Mean Reciprocal Rank (MRR). To solve this problem, we

propose two different uses of WSD: (1) to choose a set of synsets instead
of the traditional use of WSD, in which only one synset is chosen; (2) to

disambiguate the words not present in EuroWordNet (EWN). Using our
proposal of WSD the MRR increases a 6.3% with regard to the baseline

without WSD. Furthermore, our proposal of WSD increases the MRR

with regard to the traditional use of WSD in an 11%. Finally, the imple-

mentation of our approach of WSD is computationally efficient by means

of a preprocessing of EWN.

1 Introduction

In this paper we analyze the benefits of a Word Sense Disambiguation (WSD)
algorithm for nouns in AliQAn [16], a Spanish Question Answering (QA) system,
with which we have participated in the CLEF-20051 competition.

QA objective consists of identifying the answer of questions in large collec-

tions of documents. QA is not a simple task of Information Retrieval (IR), QA

tries to go beyond and returns a concrete answer in response to an arbitrary

query. For the users, it is very interesting to find accurate information, thanks
to the increment of available information. The QA systems are capable to answer

questions formulated by the users in natural language.
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Current approaches to QA are mainly based on NLP tools or machine learn-

ing. There are different and possible implementations for QA systems. Gener-

ally, most of them are based on NLP tools [1.2.9.13, 15], like Part of Speech

(PoS) taggers, syntactic parsers, WSD, knowledge bases consisting of dictio-

naries, lexical-semantic data bases, ontologies and many others. Nevert heless,

other systenis use machine learning techniques with statistical models [5], such
as Hidden Markov Models or Maximum Entropy. This is, in outline, the present
situation.

The AliQAn system uses the NLP techniques. Our system has been devel-

oped during the last two years in the Department of Language Processing and
Information Systems at the University of Alicante. It is based on complex pattern

matching using NLP tools. Beside, WSD is applied to improve the system.
WSD algorithm is used in the phases of indexation and the search. In the

first case, this algorithm allows disambiguation of the corpora words, and in the

second one, it resolves ambiguities in the question words.

WSD has several critical problems. The running time of WSD algorithms
makes difficult its use on huge corpora, as QA systems require. On the other

hand, the low precision of WSD algorithms makes that this technique is not
appropriated to be applied in QA systems. These two reasons do not allow

to obtain interesting results applying WSD in real time QA systems. In order

to solve these problems, we propose a concrete WSD algorithm that reduces
its running time in 98.9%, due to a preprocess of EWN and improves the QA

precision by means of: (1) selecting a set of synsets per word (instead of only
one); (2) disambiguating words that are not presented in EWN.

The rest of the paper is organized as follows; section two describes the back-

grounds of QA with regard to WSD; section three details AliQAn system with
a brief description; section four explains our proposal of WSD algorithm on the

AliQAn system; section five shows the evaluation results and finally, section six
exposes our conclusions and discusses future works.

2 Backgrounds of QA with regard to WSD

Most of current monolingual QA systems [7,10, 14, 18] do not apply any WSD
algorithm. Nowadays, the use of WSD algorithms on QA and IR usually produce

decrease on the overall accuracy and an increase in time running.a

Only in IR systems, the WSD techniques have been applied [8, 19, 17]. In
the first analyzed system [8], the indexation with wordnet synsets improves the
results of the IR system to 29% (from 30% up to 60%) but has the disadvantage
that is carried out manually.

The project MEANING [19], has developed tools for the automatic acquisi-
tion of lexical knowledge that will help WSD. The oltained lexical knowledge is
stored in the Multilingual Central Repository [4], which is based on the design
of the EWN database. This implementation is based on the use of WSD with

domains [121. The problem using this technique is that the domains have to be
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preprocessing of EWN. It is important to emphasize that the algorithm proposed
does not require any previous grouping (such as domains) for the disambiguation
process, which may involve some error.

The contribution of our paper to the WSD research area is that the traditional

1-sense WSD algorithms do not improve QA, as it is stated in Table 2 and Figure

2 (-4.7% in the MRR). That is because of their low precision. Our proposal
allows selecting a percentage of synsets instead of only one, as the traditional

1-sense WSD algorithms do. In this way, the MRR of a 1-sense WSD algorithm
is improved in 11%, and it improves the MRR of a QA system without WSD
in 6.3%. Moreover, our proposal overcomes the traditional drawback of WSD

that is its high computational cost, which makes too difficult its application to

huge corpora. Our approach reduces the running time of the WSD algorithm in
a 98.9%.

The results are promising. Therefore we expect to analyze the results on
CLEF 2004 and CLEF 2005. In the future, we are going to develop other WSD

algorithm to prove that our proposal is validated independently of the WSD
algorithm itself.
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